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Putting Decision Mining into Context:
A Literature Study

Sam Leewis, Koen Smit, and Martijn Zoet

Abstract The value of a decision can be increased through analyzing the decision
logic, and the outcomes. The more often a decision is taken, the more data becomes
available about the results. More available data results into smarter decisions and
increases the value the decision has for an organization. The research field addressing
this problem is Decision mining. By conducting a literature study on the current state
of Decisionmining, we aim to discover the research gaps and where Decisionmining
can be improved upon. Our findings show that the concepts used in the Decision
mining field and related fields are ambiguous and show overlap. Future research
directions are discovered to increase the quality and maturity of Decision mining
research. This could be achieved by focusing more on Decision mining research, a
change is needed from a business process Decision mining approach to a decision
focused approach.

Keywords Decision mining · Data mining · Process mining · Business intelligence

1 Introduction

Decisions in the modern world are often made in fast-changing, sometimes unex-
pected, situations [1]. Such situations require the selection of the right decisionmaker
and supplying them with the necessary data. Decision mining solves this problem by
estimating data quality and interpretation of their semantics and relevance, the actual
meaning, and unit of measurement [1]. The second major advantage is the classifi-
cation of decisions which allow the discovery of correspondence between decision
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makers and their roles through the development of decision models and (semi) auto-
matic decision analysis techniques [1]. Decision mining can be segmented into three
types: Discovery, Conformance checking, and Improvement (similar as in Process
mining research [2]. An often-used definition of Decision mining, and also referred
to as decision point analysis, is“aims at the detection of data dependencies that affect
the routing of a case” [3]. This focus leaves out other decision elements embedded in
decision trees, database tables etc., such as business rules, business decision tables,
or executable analytic models. Therefore, we define Decision mining as “the method
of extracting and analyzing decision logs with the aim to extract information from
such decision logs for the creation of business rules, to check compliance to busi-
ness rules and regulations, and to present performance information”. The system
supporting and improving decision making is known as a Decision Support System
(DSS). DSSs is “the area of the information systems (IS) discipline that is focused on
supporting and improving managerial decision making” [4]. The current DSSs give
insufficient insight into how decisions are executed, this is especially the case for
executingmultiple decisions at once (a group of decisions), thereby lacking the trans-
parency [5, 6]. Methods of Data mining are used in Decision mining and DSSs for
the following purposes: finding associative rules between decisions and the factors
affecting them, user clustering using decision trees and neural networks, recognition
of common users’ features or interests [7–9].

To the knowledge of the authors, little research exists on the topic of Deci-
sion mining, especially that of a comprehensive literature study. Furthermore, to
the knowledge of the authors, no research exists where the concepts of Decision
mining, Data mining and Process mining are compared. The Decision mining field
and its related fields lack the use of unambiguous concepts. Conducting a literature
study on the Decision mining field and its related fields creates a clear overview of
which concepts and definitions are used and if any overlap between these concepts
exists. This research will focus on more than just the business process aspect when
considering mining decisions compared to previous research [3, 10]. To do so, we
aim to answer the following research question: “What is the current state of the
Decision mining research field?”

The remainder of the paper is structured as follows: First, the research method
that was utilized to collect and review the literature for the theoretical review. This
is followed by the results of the literature review depicting Decision mining and its
context, resulting in the conceptual framework. Finally, we discuss the conclusions
of our research and provide a discussion about this research and the results, which
is followed by possible future research directions.

2 Research Method

The goal of this study is to evaluate the current state of Decision mining and to
discover possible future research directions. To achieve this, a conceptual framework
is created to evaluate the current state and to identify possible future directions [11].
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Fig. 1 Review protocol

Edmondson and Mcmanus [12] differentiate three archetypes of different levels of
maturity: Nascent (e.g. Decision Mining), Intermediate (e.g. Process Mining), and
Mature (e.g. Data Mining). The quality of research can be quantified with the H-
index, created by Hirsch [13], where Decision mining has a H-index of 54, Process
mining has a H-index of 116, and Data mining has a H-index of 305. With the rather
immature state, “Nascent” [12], of the Decision mining research field and the low
level of quality research (H-index of 54) a type of literature study is needed which
utilizes existing empirical and conceptual studies for the creation of a conceptual
framework together with possible future research directions. Therefore, a theoretical
review is selected as the literature review method. Paré, Trudel, Jaana, and Kitsiou
[11] state that a theoretical review draws on existing empirical and conceptual studies
providing context for the identification, description, transformation into a higher
theoretical structure for concepts, constructs, and their relations. The primary artefact
of this type of literature study is the development of a conceptual framework with a
set of research propositions [14, 15]. The contribution and value of the theoretical
review lies in its ability to the development of novel conceptualizations or extend any
current ones by the identification of knowledge gaps between the current knowledge
and future directions [15]. To ensure quality, rigor, and transparency, the theoretical
review was commenced by setting up a literature review protocol, as shown in Fig. 1.
Google Scholar was used as main search database due to the fact that it has a higher
coverage compared to other search engines or individual database searches [16–20].

2.1 Identify Query

Webster and Watson [15] state that Information Science is an interdisciplinary field
and is based on research from other disciplines and therefore reviewing inside the IS
field is not enough. To identify all concepts, constructs, and their relations concerning
Decision mining, a wide range of search queries are used in order to achieve this.
A difference is made between primary search queries focused on the research ques-
tion (DecisionMining) and secondary search queries (Process Mining, Data Mining,
Business Intelligence, Decision Management, Business Process Management, Deci-
sion Support Systems, Business Process Model and Notation, Decision Model and
Notation) providing context for the primary search queries. The relations between
the search queries are elaborated further in the result section.
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2.2 Exclusion Criteria

Commonly used exclusion criteria for literature reviews are Date, Number of Cita-
tions, and High impact journals. Because of the low maturity and low H-index of
the research field, no citation criterion is used during this study. The common use
of the high impact factor journal inclusion and exclusion criterion [21–23] is not
used for this specific study. The difference between maturity in research fields and
the low research quality (H-index 54) is that the high impact factor journals do
not publish relevant articles on Decision mining. The dissimilarity between search
queries related to maturity and research quality is of that large a difference that the
inclusion or exclusion based on a high impact factor source would exclude a large
number of sources from the immature and lower research quality search queries. This
review protocol includes only the Date criterion and is defined as everything between
January 2000 and December 2018. The focus of this study lies on the current state of
Decision mining and by implementing a date threshold the actual current state can
be quantified in a date. Furthermore, Levy and Ellis [24] point out that by using a
review protocol, the actual moment a literature review is completed becomes much
clearer. An example of an element of a review protocol is a date range this clarifies
which papers with the specific dates are included [25].

2.3 Paper Review

Two reviewers (R1 and R2) are involved during the abstract and paper review. R1 is
a PhD-candidate with six years of practical and research experience in the field of
Decision Management; R2 is a lecturer and researcher with seven years of practical
and research experience in the field of Decision Management. The reviewers include
or exclude the papers based on the title and based on abstract, see Fig. 3. When the
two reviewers include the same paper based on the title, the paper is reviewed based
on the abstract. If the situation occurs that a paper was marked with one included and
one excluded, the two reviewers discuss the reviewing of the title. The same process
of reviewing also applies to the abstract review. R1 decides during the review of the
full paper on the relevancy of the paper. When any doubt on the relevancy exists by
R1, R2 decides if the paper is excluded or included.

3 Search Results

The executed search query resulted in 810 potential useable articles, see Fig. 2. Dupli-
cates and non-English papers were excluded, resulting in 74 papers being left out.
After title reviews 656 papers were excluded, 80 papers were included. Reviewing
the abstracts resulted in the exclusion of 24 papers, resulting in 56 papers that were
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Fig. 2 Search results

included. After reviewing the full papers, 35 papers remained. Based on references
and feedback from the supervisors 5 articles were included.

4 Results

The review process resulted in a longlist of papers distributed over the primary and
secondary research queries. The identified concepts and their relationships are the
pillars of the conceptual framework and this paper. The concepts and the relationships
to each other are shown as a metamodel in Fig. 3. The following sections will create
context to capture the current state of Decision mining.

4.1 Business Intelligence, Business Process Management
and Decision Management

Business intelligence (BI) is described as a set of models and analysis methodologies
that utilizes the available data to generate information and knowledge for the support
of decision-making processes [26–28]. BI can be divided into four phases [29]:
(1) identification of information needs, (2) information acquisition, (3) information
analysis, and (4) storage and information utilization. Focusing more on information
and data, BI can be defined as a subset of the two (information and data). Where
data are facts or recorded measures of certain phenomena, information is structured

Fig. 3 Search query metamodel
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data for the support of the decision-making process or to define any relationships
between two facts [27]. Business process management (BPM) [30] and Decision
management (DM) are examples of approaches utilizing available data to generate
information and knowledge for the support of decision-making processes.

BPM is “a collaboration of concepts, methods, and techniques to support
the design, administration, configuration, enactment, and analysis of business
processes” [30]. The base of BPM is the explicit representation of business process
containing activities with the execution constraints between these activities. After
defining the business processes, they can be analyzed, improved, and enacted [30].
The industry standard for defining a business process is the Business Process Model
and Notation (BPMN) [31].

DM is “the practice of managing smart, agile decisions” [32]. Decisions are
amongst an organization most important assets [33] Therefore, adequately managing
these decisions is vital. A decision is “A conclusion that a business arrives at through
business logic and which the business is interested in managing” [34] and busi-
ness logic is “a collection of business rules, business decision tables, or executable
analytic models to make individual business decisions” [35]. Modelling the deci-
sions and business logic to make them explicit for further analysis is an aspect of
DM. Decision Model and Notation (DMN) [34] is used as an industry standard for
the modelling of decisions.

4.2 Decision Support Systems

The first decision support systems (DSS) were developed for the support of decision
makers by analyzing data using predefined models [36]. Due to recent advancements
in technology and market demand, the DSSs are improved to serve future needs,
implementing, i.e., analytical tools [37]. The current DSSs lack the transparency into
how decisions are executed, especially for a group of decisions [5, 6]. DSSs play
a major role in IS. Looking at the importance of DSS research, 12% of the articles
published in IS journals are focused on DSSs [38] and citation-based analysis were
DSSs is one of the three core subfields of IS [39].

4.3 Decision Mining, Process Mining, and Data Mining

The literature review showed that research published in the fields of Data mining,
Processmining, andDecisionmining have an overlap in used concepts The following
metamodels [40] are used to ground the literature of theDatamining, Processmining,
and Decision mining fields.
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Fig. 4 Data mining
literature relations

The Data mining field is consentient in its direction, the literature showed, on the
other hand, no specifications towards Process mining and Decision mining, identi-
fying these fields as an aggregation of Data mining focused on sequence (Process
mining) and derivations (Decision mining), as shown in Fig. 4 [41–44].

The Process mining field is comparable to the Data mining field as it is consen-
tient in its direction. Process mining utilizes Data mining techniques for mining of
events from event logs for process discovery, conformance checking, and process
improvement, as shown in Fig. 5 [2]. The Process mining field identifies Decision
mining as a case perspective focus in Process mining, also known as decision point
analysis, as shown in Fig. 5 [2, 3].

The Decisionmining field has twomain influences 1) Decisionmining focused on
mining Decision Points from business processes (decision-annotated) [3] and (2) a
Decision mining approach where more implicit data involved in the decision-making
process (decision-aware) is taken into account [10, 45]. Both directions have overlap
and are a type of Decision mining with a Process mining focus and the utilization of
Data mining techniques, as shown in Fig. 6.

Data Mining is defined as “the automated or convenient extraction of patterns
representing knowledge implicitly stored or captured in large databases, data ware-
houses, the Web, other massive information repositories, or data streams” [41].

Fig. 5 Process mining
literature relations

Fig. 6 Decision mining
literature relations
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Therefore, the term Data mining is a misnomer, as the goal of Data mining is the
extraction of patterns of aggregations from large volumes of data, not the extraction
of said data [41]. Data mining utilizes techniques for finding data patterns, these
patterns enables accurate and fast decision making or provide new insights [42].
Data patterns could contain a specific sequence (processes), or a specific derivation
(decisions). An example where Data mining can be performed is whether a specified
class of customers will buy a combination of products, a business can utilize this
data by predicting whether to increase the price on one of the articles or include
an article in a sale, also known as a basket analysis [46]. Prediction, together with
description, make up for the two Data mining categories [43]: (1) Predictive Data
mining, which utilizes variables of existing data to predict any unknown or future
values of other variables of value and (2) Descriptive Data mining, focusses on the
discovery of patterns non trivially describing data which in turn can be interpreted
by interested parties. Predictive and descriptive Data mining can be achieved by
utilizing Data mining algorithms for the following Data mining classifications [43]:
(1) Classification, a classification which discovers a predictive learning function that
generalizes the known structure for the application of new data items. (2) Regres-
sion, a classification where a predictive learning function models the data, for the
estimation of relations between data items. (3) Clustering, a classification where a
descriptive task identifies a set of categories or clusters for the description of data. (4)
Summarization, a classification where a descriptive task provides a compact repre-
sentation of the data. (5) Dependency Modelling, a classification which searches for
relations between multiple variables. (6) Change and Deviation Detection, a classi-
fication where changes or unusual records are discovered. The algorithms that are
widely used for Data mining are C4.5 [47], k-means algorithm [48], Support vector
machines [49], the Apriori algorithm [50], and CART [51], for a more extensive list
see thework ofWu et al. [52]. TheDatamining algorithms look for structural descrip-
tions, these descriptions can become rather complex and are typically expressed as a
set of rules or a decision tree. Rules and decision trees are easier understood by people
and explain what has been learned, thereby serving as a base for future predictions
[42]. Besides Data mining being in a mature state, major issues can be identified
[41].

Process Mining is defined as “the discovery, monitoring and improvement of
real processes by extracting knowledge from event logs readily available in today’s
information systems” [2], i.e., the mining of sequencing patterns. This technique
is frequently used in BPM [30, 53]. Process Mining can be considered a twofold,
on one side an analysis technique for Data mining and on the other side a tech-
nique for process modelling. The three types of Process mining are [2]; (1)
process discovery, (2) conformance checking, and (3) process improvement. Process
Discovery constructs a representation of an organization’s business process and any
major variations. Event logs are used as input to set up the process models [2] and
serve as the starting point of Process mining [54]. Information systems utilized by
organizations store detailed information about the specific sequence of activities
performed by these information systems during the execution of a process [53]. The
events in the event logs symbolize each one activity which in turn is part of a business
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process. Detailed information on events is stored in these event logs concerning: e.g.
finishing timeof an activity. The algorithms that arewidely used for process discovery
include Alpha Miner, Heuristic Miner, Trace Clustering, and Fuzzy Miner [54, 55].
During conformance checking, the discovered and created process model is analyzed
and it is checked on any discrepancy between the event logs and the process model
[2, 56]. The main purpose of conformance checking is to identify any problem areas
which can be improved by utilizing this knowledge. The modification of the process
model to comply with the event logs is done during process improvement. Process
improvement aims to extend or improve the process model using information from
the event logs about the actual process [2]. Two improvement types exists (1) repair,
the modification of the process model to better reflect the actual process [57], and
(2) extension, adding a new perspective after cross-referencing this with the event
log [2]. In relation to the three types of Process mining, four perspectives are charac-
terized [2] control-flow, organizational, case, and time. The four perspectives are all
related to each other. The control-flow perspective focuses on the ordering of activ-
ities. The organizational perspective focuses on resource information hidden in the
event logs e.g. involved actors, and their relations. The case perspective focuses on
case properties e.g. characterization of a case by the process path. The time perspec-
tive focuses on the time and frequency on events e.g. prediction of processing time
utilizing timestamps.

An often-used definition of Decisionmining, and also referred to as decision point
analysis, is “aims at the detection of data dependencies that affect the routing of a
case” [3], i.e., the mining of derivation patterns. One of the major tasks of Deci-
sion mining is the estimation of data quality and interpretation of their semantics,
interpretation of data whether it is relevant, the actual meaning, and unit of measure-
ment [1]. The second major task is the classification of decisions which allow the
discovery of correspondence between decision makers and their roles through the
development of decision models and (semi) automatic decision analysis techniques
[1]. The work of Rozinat and van der Aalst [3] assumes the mining of decisions as the
mining of decision points from a business process. This method is comparable to the
three types of Process mining [2]: discovery, conformance checking, and improve-
ment. This approach uses a version of the C4.5 algorithm [47] for the construction
of decision trees which allow the analysis of the choice in the decision points of a
process.

Rozinat and van der Aalst [3] proposes the use of Petri Nets [58] for this approach,
thereby being able to determine the specific points where a choice is made and which
branches are followed. After the identification of a decision point, the authors try
to determine if certain cases with certain properties follow each a specific route.
However, this approach hasmany limitations. For example, this approach cannot deal
with event logs containing deviating behavior and with more complex control-flow
constructs [59]. Many variations on the decision point analysis variant of Decision
mining have been published, mostly focusing on refining the way to retrieve the
decision information [60–62].

Another approach of Decision mining is the focus on implicit knowledge of
the decision maker. The actions of the decision maker and the identification of the
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decision-making strategy, and determining what data and information is used, how
this is used, and what knowledge is employed by the decision maker for the choice
between two alternatives [63]. The implicit knowledge is captured using the Deci-
sion Model and Notation standard (DMN) [34], together with the clear intention to
use it in the context of business processes using Business Process Model and Nota-
tion (BPMN) [31]. Hybrids also surfaced such as Product Data Model (PDM) [64].
Showing the influence that context plays on decision making is an important task
because [1]: (1) finds and models typical scenarios of interactions between users,
(2) discover reoccurring situations within large volumes of raw data, and (3) cluster
decision makers, allowing the reduction of supported user models and increasing
data presentation. The current Decision mining technique has a limited applicability
and is only usable for workflows that uses representations in Petri Nets. This current
approach utilizes control flow-based discovery techniques which lack in-depth anal-
ysis of the specific action that is performed. Future Decision mining techniques
should be driven by the construction of a decision model than by a control flow
containing decision points [10, 65]. The Data mining techniques used for Decision
mining, which do focus on temporal aspects, often leave out the importance of deci-
sions being the driver of the analyzed result. More can be gained to know which
attributes are important to a decision. Furthermore, it is paramount to understand the
importance of the decision-making process. The use of Data mining techniques can
be improved by implementing decision models [10].

Organizations using algorithms in decision-making processes have to adhere to
European legislation which stipulates that automated decision making, without the
interaction of a person, is in principle not allowed. However, an exception is made for
automated decisionmaking based on a legal basis, provided that it provides for appro-
priate measures to protect the rights and freedoms and legitimate interests of the data
subject [66]. Therefore, the importance of transparent algorithms is clear. Another
example of mandatory transparency is the safety critical systems in autonomous cars
[67] which need to adhere to the ISO 26262 standard [68].

Furthermore, by reviewing the literature on Data mining, Process mining, and
Decision mining, the segregation of these concepts seems incorrect. Reviewing the
focus of each conceptDatamining is data pattern focused, Processmining is event log
focused, andDecisionmining can be depicted into two directions, calling it a decision
point analysis focused on annotating decisions, or focused on being decision-aware.
Therefore, Data mining seems a more general concept where Process mining and
Decision mining are included as a type of Data mining, as shown in Fig. 4.

5 Conceptual Framework

Theconceptual frameworkdepictsDecisionmining and its related concepts, as shown
with annotationsx in Fig. 7, and is the result of the theoretical review. Data mining1,
Process mining2, and Decision mining3 are identified as elements of BI, were BI is
described as a set of models and analysis methodologies that utilizes the available
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Fig. 7 Conceptual framework

data to generate information and knowledge for the support of decision-making
processes [26–28]. Data mining is the mining of aggregation patterns4, Process
mining is the mining of sequencing patterns5, and Decision point analysis is utilizing
annotated decisions6, thereby utilizing data to generate information and knowledge
for the support of decision-making processes. Additionally, reviewing the literature
of the context of Decision mining showed that Data mining is not the mining of
data, a so-called misnomer [41]. Changing this to Object mining7 would be more
appropriate. Specifying and designing focused on data, processes, or decisions each
has its standards, where decision trees8 are widely used, and for the more specific
models (processes and decisions) BPMN9 [31], Petri Nets10 [69], and DMN11 [34]
are used. Each mining technology uses each their own set of algorithms12 to identify
patterns based on statistical analysis.

6 Conclusion

The goal of this research is to review the current state of Decision mining. To do
so, the following research question was addressed: “What is the current state of the
Decision mining research field?” In order to answer this question, we conducted a
theoretical review consisting of 810 papers which were cut down to a total of 40
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papers which were deemed relevant in covering the topic of Decision mining. This
study depicted the term Decision mining and where Decision mining falls under (BI,
BPM, and DM) or is directly related to (Data mining/Object mining and Process
mining). The theoretical review resulted into a conceptual framework were all the
discovered concepts were depicted. The conceptual framework revealed several gaps
in the existing research. Therefore, several research directions could be considered for
researchers to target and extend this scarcely covered topic. Additionally, the concep-
tual framework revealed the inconsistency in the involved research fields covering
the same subjects and using the same concepts but not using a clear definition, or the
same name.

7 Discussion and Future Research

The theoretical review resulted into a conceptual framework were all the discovered
concepts are depicted.The conceptual framework revealed several gaps in the existing
research Therefore, several research directions could be considered for researchers
to target.

The main future research focus should be directed to improve the level of research
maturity of theDecisionmining research field. Therefore, the level ofmaturity should
mature out of the “Nascent” phase using the classification of research domain matu-
rity of Edmondson and Mcmanus [12]. Other authors support the notion of a more
direct focus for improving thematurity of theDecisionmining research field [10, 65].

In relation to the previous research focus, the current research onDecision mining3

is focused on the perspective from a business process point of view, and a more
standalone viewpoint is needed where Decision mining13 is focusing on the decision
viewpoint with derivation patterns14 as output, as shown in Fig. 7. The two main
Decision mining influences lack the capacity to deal with event logs containing
deviating behavior and dealing with more complex control-flow constructs [59] and
lacks a holistic overview of the decision model [10]. Recent research focusses on a
more holistic discovery of decisions [70], which still has a business process point of
view with event logs as its data input. Additionally, with the focus on the viewpoint
shift, the data input for Decision mining should shift from an event log to a decision
log [10], as shown in Fig. 8. Supporting the previous notion the following Decision
mining definition is created to cover the new research directions: “the method of
extracting and analysing decision logs with the aim to extract information from such
decision logs for the creation of business rules, to check compliance to business rules
and regulations, and to present performance information”.

The third focus for future research is conducting research on algorithms in the
Decision mining field. Current Decision mining algorithm research is focused on
the assumption that the algorithms in ProM [3] are the best fit for mining decisions.
Future research should focus on creating an overview of useable algorithms for
Decision mining, and if needed, create a new algorithm if existing algorithms lack
the capacity for mining decisions. Recent technologies as Reinforcement learning
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Fig. 8 Decision mining
activities

[71, 72] and Deep learning [73, 74] algorithms could create added value for Decision
mining. Lastly, the previous mentioned future research should be focused on the
elements centered around the activities of Decisionmining: Discovery, Conformance
checking, and Improvement, as shown in Fig. 8.
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