
  

A Conceptual Model for Implementing 

Explainable AI by Design:  

Results of an Empirical Study 

Martin VAN DEN BERGa,1, Ouren KUIPERa, Yvette VAN DER HAASa,  

Julie GERLINGSb, Danielle SENTa, and Stefan LEIJNEN 

a 
a

 Research Group Artificial Intelligence, HU University of Applied Sciences Utrecht 
bDepartment of Digitalization, Copenhagen Business School 

ORCiD ID: Martin VAN DEN BERG https://orcid.org/0000-0003-3974-7374,  

Ouren KUIPER https://orcid.org/0000-0002-5033-6173, Yvette VAN DER HAAS 

https://orcid.org/0000-0002-0887-3979, Julie GERLINGS https://orcid.org/0000-0003-

3776-5341, Danielle SENT https://orcid.org/0000-0002-4703-5345, 

Stefan LEIJNEN https://orcid.org/0000-0002-4411-649X 

Abstract. Artificial Intelligence (AI) offers organizations unprecedented 
opportunities. However, one of the risks of using AI is that its outcomes and inner 
workings are not intelligible. In industries where trust is critical, such as healthcare 
and finance, explainable AI (XAI) is a necessity. However, the implementation of 
XAI is not straightforward, as it requires addressing both technical and social 
aspects. Previous studies on XAI primarily focused on either technical or social 
aspects and lacked a practical perspective. This study aims to empirically examine 
the XAI related aspects faced by developers, users, and managers of AI systems 
during the development process of the AI system. To this end, a multiple case study 
was conducted in two Dutch financial services companies using four use cases. Our 
findings reveal a wide range of aspects that must be considered during XAI 
implementation, which we grouped and integrated into a conceptual model. This 
model helps practitioners to make informed decisions when developing XAI. We 
argue that the diversity of aspects to consider necessitates an XAI “by design” 
approach, especially in high-risk use cases in industries where the stakes are high 
such as finance, public services, and healthcare. As such, the conceptual model 
offers a taxonomy for method engineering of XAI related methods, techniques, and 
tools.  

Keywords. Explainable AI (XAI), explainability, financial services, conceptual 
model 

1. Introduction 

Artificial Intelligence (AI) nowadays has an increasing large impact on individuals and 

organizations. AI offers organizations unprecedented opportunities to automate, 

optimize, generate insights, and create human-like interactions [1,2]. Despite its 

advantages, AI also comes with multiple risks. One such risk is that outcomes and 

processes of AI systems are not intelligible for humans [1,3]. With the rise of new AI 
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techniques, such as neural networks, AI models have become increasingly complex and 

opaque, making it hard to determine how they operate. This, along with legal 

requirements for the right to an explanation [4,5] has led to the emergence of explainable 

AI (XAI) [3,6,7]. 

XAI focuses on generating explanations in a way that AI systems are transparent 

and understandable [3,6]. XAI is intended to increase trust and acceptance of AI systems 

among stakeholders such as customers, regulators, and users. This can be achieved by 

examining to what extent stakeholders understand the decisions of an AI system and by 

explicitly explaining the decisions to stakeholders [8]. The explainability of AI systems 

is seen as one of the building blocks of the responsible use of AI as it helps explain how 

an AI system works and, as such, supports the detection of bias, fairness, and 

discrimination [9,10]. Explainability of the outcomes and functioning of AI systems is 

particularly important in industries where trust plays a crucial role, such as healthcare 

and finance [11].  

The implementation of XAI is not straightforward [12]. On the one hand, it requires 

knowledge and understanding of how AI systems work and, on the other hand, insight 

and understanding of the explanability requirements of the stakeholders. Both technical 

and social aspects deserve attention [13,14,15]. Technical aspects focus on integrating 

explainability into an AI system. Social aspects focus on integrating explanations into 

decision making processes and how to convey explanations to stakeholders. Different 

studies focus on either the technical or social integration aspects, and predominantly 

from a theoretical perspective [e.g., 16,17,18,19,20]. 

This study aims to empirically examine the XAI related aspects that different 

stakeholders of AI systems encounter during the development of the AI system. Aspects 

refer to the factors that require a decision to generate and provide meaningful 

explanations to stakeholders of AI systems. The focus of this study is the Dutch financial 

industry, leading to the following research question: What XAI related aspects are 

considered in the development of financial services AI systems?  

This study presents a conceptual model that encompasses the XAI related categories 

of aspects that are considered in practice. These categories of aspects offer developers 

and managers of AI systems an understanding of the decisions that are necessary during 

the process of making these systems explainable and providing meaningful explanations. 

The conceptual model is developed from use cases in the financial industry. This is 

a highly regulated industry with many high-risk AI use cases for which the explainability 

of an AI system is an important requirement. We argue that our model is also relevant 

for industries where the stakes are high, and trust plays a crucial role such as healthcare 

and public services. The upcoming EU AI Act recognizes different high risk AI systems 

from these industries where these systems must be able to provide information about the 

reasoning behind their decisions in a human-understandable form, so that users can 

understand how the system arrived at its conclusions [21].  

This paper is organized as follows. In Section 2 we present related work. Section 3 

contains the method. In Section 4 we present the conceptual model and in Section 5 we 

discuss its implications. Finally, Section 6 contains our conclusions. 

2. Related Work 

This section provides an overview of related work regarding the application of XAI in 

general and the application of XAI in the financial industry.  
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2.1. Application of XAI in General. 

The number of XAI publications has exploded in two years from 186 papers in 2018 to 

1505 papers in 2020 [7]. Many of these studies are theoretical in nature. Relatively few 

papers address the practical application of XAI. To the best of our knowledge, only 

Dhanorkar et al. offer an empirical understanding of explainability practices [22]. They 

found that explanations are iterative, interactive, and emergent, rather than a static quality 

of a model. Our study aims to increase the empirical understanding of how XAI is 

developed and used by studying the aspects that require a decision. 

This study uses the following definition of XAI: “Given a stakeholder, XAI is a set 

of capabilities that produces an explanation (in the form of details, reasons, or underlying 

causes) to make the functioning and/or results of an AI solution sufficiently clear so that 

it is understandable to that stakeholder and addresses the stakeholder's concerns” [23]. 

This definition covers the technical and social aspects of XAI as discussed in Section 1. 

To establish a foundation for this study, we derived eight groups of aspects of the 

application of XAI from the literature. Table 1 contains these groups in which a 

distinction is made between the use case and the use case transcending level. Most 

decisions are made on the use case level. This is the level at which the AI system is 

developed. However, certain decisions can be made on an organization-wide level. 

Therefore, we identified the “Overall XAI” category.  

 

Table 1. Groups of XAI Related Aspects. 

Group Level Meaning Example question  References 

Overall XAI Use case 

trans-

cending 

General policies, 

principles, and ways of 

working on XAI 

What are the principles for how to deal 

with explainability and XAI? 

[18,24,25,26] 

Transparency 

and 

explainability  

Use case Role and impact of 

transparency and 

explainability  

What is the trade-off between the 

explainability and performance of the AI 

model? 

[16,18,20,25, 

28,29] 

AI  Use case Role and impact of AI  What is the purpose of AI in the use case? [17,22,25,29, 

30,31] 

XAI system  Use case Goal and approach of 

XAI system  

What is the purpose of XAI in the use 

case? 

[17,18,25,32, 33] 

Stakeholder’s 

needs for 

explanations  

Use case Stakeholders and their 

needs for explanations  

What are possible scenarios to prompt 

explanations (e.g., understanding inner 

workings, anticipating user questions, 

details about data, model mechanics at a 

high level, and ensuring ethical 

considerations during model 

development)? 

[16,17,18,22, 

24,25,28,29,33] 

Explanations  Use case Why, what, and how to 

explain  

What kind of information to provide as an 

explanation and to which stakeholders? 

[17,18,19,20,24 

25,26,27,34,35] 

XAI methods 

and techniques  

Use case Methods and 

techniques to develop 

the XAI system  

What technical method(s) to use to generate 

explanations (e.g., SHAP, LIME, 

Anchors)? 

[10,16,17,18, 
19,20,24,26,27, 

29,36] 

Methods and 

techniques to 

evaluate XAI  

Use case Methods and 

techniques to evaluate 

the XAI system  

How to measure stakeholder satisfaction 

with the explanations provided (e.g., user 

engagement, Likert scale questionnaires, 

simulated experiments)? 

[16,18,19,20, 24] 
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The following terms are used in Table 1 and the remainder of this study: An AI 

system is a system that is developed and used to decide or predict based on how it learned 

from data. An XAI system is a system that is developed and used to generate explanations 

from data and communicate these explanations to relevant stakeholders. Data for an XAI 

system can be retrieved directly from the AI system or indirectly by using additional 

post-hoc techniques such as SHAP [37] and LIME [38]. An AI model is a model that is 

developed and used in an AI system such as a decision tree, random forest, or neural 

network. 

2.2. Application of XAI in the Financial Industry 

Studies into an approach to how XAI can be implemented in financial services are scarce 

and often limited to single use cases. Bracke et al. present an explainability approach for 

predicting mortgage defaults using the quantitive input influence method [39]. Bussman 

et al. propose an XAI model that can be used in fintech risk management [40]. El Quadi 

et al. focused on companies’ credit scoring and benchmarked different machine learning 

models supplemented by SHAP [41]. Misheva et al. applied LIME and SHAP to machine 

learning based credit scoring models [42]. Despite the importance of XAI for the 

financial industry, no studies discuss how explainability can be integrated into the 

development of AI systems. 

3. Method 

To find aspects that play a role in the implementation of the explainability of AI systems, 

we conducted a multiple case study in two financial services companies where we 

collected data from four use cases and developed a draft conceptual model of XAI related 

categories of aspects. The draft conceptual model was validated in two focus groups. 

3.1. Development of Draft Conceptual Model  

In the multiple case study, we focused on four use cases from two financial service 

providers. The first company is a Dutch fintech, offering business loans to small and 

medium-sized enterprises (“Lender” from now on). We researched their use cases on 

customer acceptance (CA) and customer review (CR). Company number two is a bank, 

with well over 3 million customers and a focus on payments, savings, and mortgages for 

retail customers, entrepreneurs, and small and medium-sized enterprises (“Bank” from 

now on). The two use cases from Bank are arrears management (AM) and personal 

finance in the mobile banking environment (PF). Bank and Lender provided documents 

for each of the use cases. The use cases were studied through semi-structured interviews 

with employees involved in the development of AI in these use cases. A total of 15 

interviews were conducted. Table 2 contains an overview of the participants.  

The main purpose of the interviews was to gain insight into the aspects for which 

decisions have been made or foreseen regarding XAI during the development of the AI 

system in the use case. Due to COVID-19 restrictions at the time, the interviews were 

conducted online in March-April 2022. Informed consent applied for all interviewees. 

Interviews were conducted by one researcher at a time and prepared with an interview 

guide. Each interview was structured around different topics: after an introduction, the 

interviewee was asked to explain the use case and the purpose and function of AI. As a 
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next step, the interviewee was asked to recall past and future decisions that were made 

regarding XAI. Then, to gain a more complete image of decisions related to XAI, further 

questions were asked about the use case, the AI system, the stakeholders of the AI system, 

the importance of explainability for the stakeholders, and the processes that the AI 

system supports. Participants were asked about the obstacles and learning points 

encountered during the implementation of XAI.  

 

Table 2. Participants in interviews. 

Nr  Company  Function  # of years 

function  

# of years of 

work experience  

Use cases  

P1  Lender  Chief Technology Officer 6  17 CA, CR  

P2  Lender  Senior Risk Manager  2  10  CR  

P3  Lender  Head of Compliance 1 8 CA, CR 

P4 Lender  Machine Learning Engineer 2 3 CA, CR 

P5 Lender  Risk Manager 4 5 CA 

P6 Lender  Head of Risk 4 17 CA, CR 

P7 Bank  Senior Data Scientist 2,5  5 PF  

P8 Bank  Senior Risk Manager 0,5 29 AM, PF 

P9 Bank  Head of Risk and Compliance 0 25 AM, PF 

P10 Bank  Data Engineer 6 26 PF 

P11 Bank  Business Developer 1 17 AM 

P12 Bank  Product Owner 0 5 PF 

P13 Bank  CRM Marketeer 2 20 AM 

P14 Bank  Data Scientist 2,5 2,5 AM 

P15 Bank  Lead Modeller 2,5 14 AM, PF 

 

The interviews were transcribed and hereafter coded in ATLAS.ti2. In the first round 

of analysis, we conducted a form of template analysis. We used a set of codes based on 

the eight groups in Table 1. As a result, we found 254 quotes in which explicitly or 

implicitly a certain decision was implied. In a second round, we gave these quotes more 

concrete codes to identify aspects. We found 46 XAI related aspects, i.e., 46 distinct 

types of decisions about XAI. We used these aspects to draft a conceptual model. The 

model was created in an iterative process in which multiple researchers participated. In 

the final draft model, the 46 aspects were clustered into 17 categories of aspects.  

 

 
2 Access to data can be requested from the first author. 
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3.2. Validation of Draft Conceptual Model 

Two confirmatory focus group meetings were held to validate the draft conceptual model. 

Due to COVID-19 restrictions, the first focus group meeting was held online using MS 

Teams on June 7, 2022. The second focus group meeting was a physical meeting on July 

5, 2022. Ten and nine people respectively participated in the two consecutive focus 

groups. On average, the participants of the first focus group had 14.2 years of relevant 

work experience and 4.0 years of knowledge and/or experience with XAI. The second 

focus group had on average 15.9 years of work experience and 3.9 years of knowledge 

and/or experience with XAI. The participants were representatives of financial services 

companies, regulators, government, academia, consultancy services companies, and data 

science services companies. The focus group meetings lasted two hours each. Each focus 

group meeting was audio recorded and transcribed. 

The draft conceptual model was presented at the start of the meeting. The 

participants were then asked the following question: “To what extent does the model 

provide insight into what you need to do when you want to apply explainable AI?”. To 

stimulate independent thinking, we asked the participants to individually brainstorm and 

write down their answers on paper before discussing these in the group. Then, the 

answers were discussed one by one. The focus group meetings led to the addition of one 

category of aspects to the conceptual model. The validated conceptual model will be 

presented and discussed in Section 4.  

4. Results 

4.1. Conceptual Model: An Overview 

In this section, we present the conceptual model. This model, as shown in Figure 1, 

contains 18 categories of aspects (white boxes) that need consideration in the 

development of XAI.  

The model consists of two levels: the organizational level and the use case level. 

The organizational level contains categories of aspects that require decisions at a use case 

transcending level. To govern and streamline the development of AI and XAI systems, 

guidance from the organizational level may be useful, especially in larger organizations.  

The use case level contains categories of aspects that require decisions per use case 

in which AI is used. An example of a use case in this study is “customer acceptance”. As 

depicted in Figure 1, most decisions occur at the use case level. This is the level at which 

AI systems and XAI systems are developed. Feedback from experiences at the use case 

level can lead to adjustments of policies, principles, and guidelines at the organizational 

level. 

Importantly, the AI system and the XAI system are intertwined in that achieving 

requirements for the two systems cannot be considered independently. Decisions on the 

development of the AI system can have consequences for the XAI system and vice versa. 

The goal, stakeholder's requirements, and risks of the AI system can affect the goal and 

risks of the XAI system. On the other hand, the stakeholder's needs for explanations can 

impact the AI system, such as what type of AI model to choose.  

We will now discuss the categories of aspects one by one starting at the 

organizational level.  
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Figure 1. Conceptual model of categories of aspects and relationships relevant to the development of XAI. 
The white boxes contain the 18 categories of aspects and the dark grey boxes the eight groups from Table 1 
(references for follow-up reading are included in Table 1). The arrows indicate the main relationships.   

4.1.1. Organizational Level Categories 

“How to deal with XAI and explainability?” is the first category to discuss. From the 

case study, it became clear that organizations may formulate corporate-wide XAI related 

policies and principles rooted in organizational values. Explainability of algorithms is 

one of the ethical principles of Bank. According to participant P11: ‘One of our guiding 

principles is banking with a human touch. And if you look at society, we believe that 

ultimately, we want to create a society in which you can live with confidence and 

optimism, in which you guide people to prevent long-term financial scarcity. That guides 

the way we apply AI and XAI’. Lender has a strong emphasis on simplicity. P2 says: ‘One 

of our guiding principles is to keep it simple, thus explainable’. 

The second category is “How to design, deliver, and evaluate XAI systems”. 

Especially in larger organizations such as Bank, particular decisions occur regularly 

across different use cases and for efficiency reasons it is beneficial to make these 

decisions once. Bank aims to embed XAI in its standard AI development lifecycle. P14 

emphasizes: ‘As a data scientist I prefer the embedding of XAI in our data science life 

cycle. By default, at least think or reflect on XAI at every step’. P9 adds: ‘Ultimately, we 

could integrate ethical aspects such as explainability into our product approval process’. 

P8 has concrete ideas on how to integrate explainability in the product life cycle: ‘What 

I would find important is that […] it is documented how explainability is fulfilled in that 

situation […] Who is responsible? Through which media? […] People must be instructed 
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on how the explanation should be given’. In Lender the need for standardized ways of 

working on XAI begins to arise. P1: ‘I think that as you grow as a company, you will feel 

more a need to write things down and record them’.   

4.1.2. Use Case Level Categories of AI System 

The first category on the use case level and part of the AI system is “What is the level of 

transparency and explainability”. This category deals with the required level of 

transparency and explainability of an AI model. The levels of transparency and 

explainability are important since they can affect the goal, stakeholder's requirements, 

and risks of the AI system as well as the type of AI model. Part of this category are the 

trade-offs with other requirements such as performance. Transparency about the use of 

AI in a business process is a sensitive topic that requires careful consideration as P12 

argues: ‘The customer expects that the choices we make are right. […] Banking matters 

are just very sensitive. So, even if you are very transparent, you cannot blame a machine’. 

The trade-off between explainability and performance is a topic that requires careful 

consideration and is necessary in most use cases in the financial industry. When asking 

P10 if he will use a black box model if it has better performance, he answered: ‘Should 

be substantially better. Otherwise, preference for a more interpretable model. And even 

then, we must see if we can't use that knowledge [from the black box model] to make a 

simpler model that is almost as good as the black box model’. When asking P5 whether 

he prefers an AI model that performs better over an AI model that is fully interpretable, 

he replied: ‘Yes, I prefer a higher performing model. However, you must be able to 

understand well which inputs enter the model and that it also makes sense what comes 

out’. From a more managerial perspective, P1 argues: ‘If the performance is relatively 

equal, we opt for the explainable model anyway. We would not readily adopt a model 

that we cannot explain because we know that if we want to [...] explain it to our 

customers, then we will have to be able to say something about the explainability’. P7 

agrees with that point of view: ‘Usually, I prefer a more interpretable model that works 

a little less well’. 

The following category is “What is the goal of the AI system?”. This category allows 

one to think about the purpose of using AI in a use case, thereby reasoning about how it 

affects stakeholders. P1 illustrates this as follows: ‘Regarding customer acceptance, the 

business case for using AI is that we can automatically reject most of these customers. 

Most of all requests are rejected. And you want to spend as little time as possible on that 

process’.  

The category “Who are the stakeholders of the AI system?” is closely related to the 

previous category. Stakeholders of the AI system might also be the stakeholders in need 

of an explanation. So, knowing the stakeholders is important in the context of XAI and 

was mentioned often in the interviews. In the personal finance use case, the customer 

was mentioned by everybody as the main stakeholder. Additionally, marketing, the AI 

team, the business, and society were mentioned. Most often mentioned external 

stakeholders were the customer and the regulator. Internal stakeholders mentioned were 

diverse: underwriter, risk manager, risk and compliance manager, sales officer, 

marketing officer, data scientist, machine learning engineer, model owner, and senior 

manager. Each of these stakeholders may have different needs for explanations.  

“What are the risks of the AI system?” is a category of aspects that allows one to 

assess the potential harm and ethical concerns associated with the use of the AI system. 

The higher the risks, e.g., in terms of violating human rights or loss of reputation, the 
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greater the need for XAI. P12 indicates: ‘What is the risk for our customers and also for 

ourselves, reputation damage for example’. According to P8: ‘The application of AI 

touches on the bank's duty of care […]. To what extent is a false positive acceptable and 

did we explain that?’. P13 sees XAI as a means ‘To reduce risks’.  

Next is the category “What is the type of AI model?” which is the choice between 

types like decision tree, random forest, or a neural network. This category was frequently 

mentioned in the interviews and is deemed to be an important decision. P4 indicates: 

‘This is one of the most important things. You just need to be clear right away about 

what's going on here. […] We prefer to use something linear because context is extremely 

important. […] So preferably you use a model that is as simple as possible, because the 

moment you start using boosting or a neural network, for example, these models can 

become very specific and overfit much faster’. According to P15, Bank is following 

developments in ‘Advanced machine learning techniques’. P14 indicates that 

explainability is an important requirement for the choice of type of AI model: ‘The most 

important thing for retraining our current model will be that the model itself remains 

explainable’.  

The last category is “What are the data used to train and test the AI system?”. One 

of the most frequently mentioned decisions in the interviews is what variables (features) 

to include in the AI model. When asked for the three most difficult decisions regarding 

explainability, P14 answered: ‘From a data science perspective, which AI model you use, 

to what extent you weigh the performance of a model against its explainability, and which 

features to use’. P13 finds the decision ‘What data to include in the AI model’ the most 

difficult one. P5 indicates ‘We are continuously looking for which variables we can add 

to the model to improve it’. P3 adds to this: ‘The regulator requires us to take certain 

risk factors such as geography risks into consideration’. Although this category was 

mentioned in the interviews, we initially did not include it in the conceptual model. Based 

on comments from the first focus group, we added it. Data is the foundation for any AI 

system, and therefore also for an XAI system.  

4.1.3. Use Case Level Categories of XAI System 

The first category of the XAI system, as shown in Figure 1, is “What is the goal of the 

XAI system?”. P4 states: ‘I think a big part of machine learning adoption has to do with 

trust. The moment you can explain an outcome very well, and that explanation is correct, 

users will gain more confidence in it over time. I think that is very valuable’. P15 

indicates: ‘Explainability is important. If we make a choice, whether someone gets a 

mortgage or not, it must be ethically responsible’. These examples demonstrate that the 

purpose of XAI can vary, e.g., to increase trust or to justify decisions. 

The next category is “What are the risks of the XAI system?”. One of the risks 

mentioned by P5 is that ‘If you give too much information, the system can be gamed. We 

must carefully consider what information we provide to our customers’. 

“Who are the stakeholders of the XAI system?” is a category very closely related to 

“Who are the stakeholders of the AI system?”. The interviews showed no differences 

between the AI and XAI system in terms of who the stakeholders are.  

The following category “What are the stakeholder's needs for explanations?” is the 

most frequently mentioned category across all interviews. Interviewees are aware that 

the development of an XAI system starts with the stakeholder’s needs. In all four use 

cases, both internal and external stakeholders were considered as in need of explanations. 

These needs are diverse: feature importance, the accuracy of the prediction, insight into 
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what data is used and how, reasons for a specific prediction, insight into how the AI 

model can be improved, and insight into the inner workings of the AI system and AI 

model. When asked to what extent customers ask for explanations P1 answered: 

‘Customers don't ask for features, they don't understand that. I think the question is 

simply, why are you making this decision? And whether that decision is made by a person 

or by a model does not matter to customers. They just want to see a substantiation for 

that decision’.  

“What to explain and to whom?” is the category of aspects that addresses decisions 

regarding what information to provide and to which stakeholders. What to explain is the 

second most frequently mentioned aspect in the interviews. It emerged from the 

interviews that this is a tricky question, especially when it comes to the information that 

must be provided to customers. According to P13 ‘We don’t start the conversation [with 

customers] by providing information from the AI system. After all, the AI system might 

be wrong’. P11 indicates: ‘If you are going to explain to customers that outcomes come 

from a model and how it works, that is very difficult to explain. Neither should I tell the 

customer that he is a false positive or false negative’. What to explain to internal 

stakeholders is a learning process. P4 explains: ‘SHAP seems more suitable for the data 

scientist or machine learning engineer than for someone less familiar with it. To me the 

most important thing is that when you want to make your model explainable, it is also 

understandable for your end users. That's the most important choice you must make. We 

are now studying to make it even better. SHAP can be useful to explain model predictions 

or feature contribution. Much more is possible; we are now investigating that’.  

The next category is “How to deliver the explanation?”. In all four use cases we 

studied, an internal person (human in the loop) was involved in providing customers with 

explanations. The automation of conveying explanations is still in an embryonic stage. 

P1 illustrates this: ‘I think explanation is very much in the presentation. We should 

visualize the SHAP plot better. Because with SHAP you see features and they are 

horizontal. […] That is too difficult. I think if we were to display the SHAP values on a 

scale of zero to hundred, as if it were a scorecard, it would be taken more seriously’. 

Regarding the kind of language of an explanation, P13 argues: ‘The why of a prediction 

must be clear cut in a language my mother-in-law also understands’. P12 says: ‘We try 

to avoid technical and banking terms, because it creates distance and people don't 

understand it any better’.  

The following categories deal with methods and techniques to develop XAI. We 

have divided this into three categories: methods, techniques, and tools. The interviews 

showed that decisions on these categories are still scarce but are foreseen for the near 

future. In terms of methods, decisions have been made for post-hoc local feature 

importance methods. Regarding techniques, SHAP is mostly mentioned, and regarding 

tools, the SHAP package is mentioned. P4 mentions the use of Shapley values and the 

SHAP package while P14 envisions standard XAI tooling to increase the number of 

different AI models available for selection: ‘I prefer standard tooling. The moment we 

can use a model such as the XGBoost model, to which an explanation is immediately 

linked with that tooling, then it no longer stops us or at least less, to choose such a model’.  

The final category “How to evaluate the XAI system” covers the evaluation 

measures for the XAI system and the methods and techniques that are used. This category 

was not mentioned in the interviews. However, Bank and Lender remarked that this is 

one of the points of attention for the near future. 

M. Van Den Berg et al. / A Conceptual Model for Implementing Explainable AI by Design 69



  

4.2. Validation of Conceptual Model 

Two confirmatory focus groups were conducted to validate the conceptual model. As 

previously discussed in Section 4.1, the category “What are the data used to train and 

test the AI model” was added to the conceptual model based on the results of these focus 

groups. Overall, the participants expressed positive feedback and were enthusiastic about 

the model, with comments such as, ‘I find the model quite complete’, ‘I appreciate the 

distinction between organizational and use case level’, and ‘The model provides a good 

overview of aspects relevant in the implementation of XAI’.  

5. Discussion 

This study highlights the need to consider a wide range of distinct aspects in the 

development of XAI. These aspects show that multiple decisions are needed to arrive at 

a situation where stakeholders of the AI system receive a proper and meaningful 

explanation. Furthermore, these aspects can interact with each other. E.g., the type of AI 

model impacts the way explanations are delivered. Moreover, the stakeholder's needs for 

explanations can affect the decision of what type of AI model to choose. The number of 

as well as the dependencies between aspects require XAI to be approached “by design”. 

If an AI system is developed whose outcomes have a major impact on stakeholders such 

as customers, professionals, and regulators, it is crucial to consider what and how to 

explain to those stakeholders from the outset [43]. Our conceptual model can serve as a 

starting point to develop a methodology for XAI by design and as a taxonomy for method 

engineering of XAI related methods, techniques, and tools. 

The conceptual model is derived from use cases in the financial industry, a highly 

regulated field where explainability of AI systems is an important requirement. We argue 

that our model is relevant for industries where decisions have a direct impact on 

individuals and trust is critical, such as healthcare and public services. The categories of 

aspects in our model will equally support developers of AI systems in these industries to 

make their systems explainable and provide stakeholders with meaningful explanations.  

Dhanorkar et al. found that explanations are iterative, interactive, and emergent [22]. 

Translated to our model, this would mean that the categories of aspects that we identified 

do not have a fixed place in an AI development process, may occur multiple times, and 

can occur suddenly without developers of AI systems being aware of it. Our research 

also points in that direction. Although we asked about it in the interviews, it was 

challenging for interviewees to indicate when a certain decision was made during their 

AI development process. Further research is needed to determine when certain categories 

of aspects require a decision, such as how to integrate XAI related aspects into a standard 

AI lifecycle model like CRISP-ML(Q) [44]. Nonetheless, our conceptual model supports 

developers in being aware of what is needed to handle the explainability of their AI 

systems and create meaningful explanations.  

The case studies illustrate preferences among interviewees. While some preferred 

interpretability and simplicity of the AI model over a more complex model with slightly 

better performance, another interviewee found that explainable outputs from SHAP 

helped stakeholders understand the outcomes and inner workings of the AI model. The 

case studies also showed that different XAI methods were more suitable for certain 

stakeholders than others, highlighting the need for further investigating which methods 

or frameworks are suitable for different stakeholders and under what circumstances.    
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The strength of the conceptual model is its completeness, as confirmed by the focus 

groups. Further research is needed to validate the completeness of the model in practice. 

Another strength of the model is that it is based on the experiences of practitioners. 

However, our conceptual model does not guide how to use it in practice. A process 

behind the model is lacking and requires future research.  

This study has limitations. First, the conceptual model is based on four use cases 

from two organizations in the Netherlands. More research is needed to test the 

generalizability of the model. Second, two types of biases may occur in case studies: 

biases from the researcher’s effects at the site and the researcher's data collection and 

analysis. We attempted to minimize the first type of bias by using an interview guide and 

informing the participants about the purpose of this research. The second type was 

counteracted by involving three researchers simultaneously in data collection and 

analysis and by using multiple sources of evidence (triangulation of data). In our case, 

we used data from documents, interviews, and focus groups.   

6. Conclusion 

This study presents a conceptual model of XAI related categories of aspects that must be 

considered in the development of AI systems. The model highlights the importance of 

approaching XAI “by design”, integrating it into the broader AI development process 

and not treating it as an afterthought. This is particularly crucial in high-risk use cases 

and highly regulated industries such as healthcare, finance, and public services, where 

the intelligibility of an AI system can be as critical to its success as its predictive accuracy. 

The model provides valuable insights for both practitioners and researchers in the 

field of XAI. For practitioners, it provides guidance on what aspects to consider in the 

development of explainable AI systems and how to make informed decisions. For 

researchers, the model serves as a starting point for further research and the development 

of XAI methodologies. 

It is important to note that the conceptual model is based on data from use cases in 

the financial industry and more research is needed to validate its generalizability to other 

industries. Nevertheless, the model provides a comprehensive framework that helps 

practitioners and researchers alike to understand the complexities of XAI and the 

importance of approaching it “by design”. 
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